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Summary This chapter presents a survey of published literature related to the issue

of how the simulation of climate and atmospheric circulation by global models

depend on numerical spatial resolution. To begin the basic question of how the zonal-

mean tropospheric circulation in atmospheric general circulation models (AGCMs)

vary with changing horizontal and vertical grid spacing is considered. The appro-

priate modification of subgrid-scale parameterizations with model resolution is dis-

cussed. Advances in available computational power have recently spurred work with

quite fine resolution global AGCMs, and the issue of how well such models simu-

late mesoscale aspects of the atmospheric circulation is considered. Experience has

shown that the AGCM simulated circulation is particularly sensitive to resolution in

the stratosphere and mesosphere, and so studies related to the middle atmospheric

circulation are considered in some detail. Finally, the significance of atmospheric

model resolution for coupled global ocean–atmosphere models and the simulated

climate sensitivity to large-scale perturbations is discussed.

1.1 Introduction – Global Atmospheric Simulations

The first attempt at integrating a multilevel comprehensive atmospheric general cir-

culation model (AGCM) including treatment of the hydrological cycle was that of

Manabe et al. (1965). This employed coarse resolution in both the horizontal

(∼500 km grid spacing) and the vertical (nine levels from the ground to the model top

near 10 hPa). For many research applications (and also for very long timescale cli-

mate forecasts), a majority of projects in subsequent decades have employed AGCMs

with typically only about twice the horizontal and vertical resolution of this original

Manabe et al. model. Until recently, research groups typically devoted their ever

increasing computer power principally to making longer integrations and incorporat-

ing more sophisticated parameterizations into their AGCMs.
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Most of the early efforts to run global models with particularly fine resolution were

undertaken by major operational forecasting centers, which generally have state-of-

the-art computing facilities and also a strong practical incentive to fully use their

resources in producing the best possible deterministic short-range predictions. The

horizontal and vertical resolutions used in the global deterministic forecast runs at

two leading operational centers, those of the USA (currently the National Centers for

Environmental Prediction, NCEP) and Europe (European Center for Medium Range

Weather Forecasts, ECMWF) are regularly increased as computational resources per-

mit. Horizontal resolution has improved by roughly a factor of 10 in these runs over

the last two decades while vertical resolution has improved by about a factor of 5.

Given that time steps for integration are usually scaled with the horizontal resolution,

this represents about a 5,000-fold increase in the computational burden over about 20

years. Currently the operational model at the ECMWF uses a triangularly truncated

spectral representation (T799) with smallest wavelength resolved of about 40 km,

corresponding to an effective horizontal grid spacing of about 20 km.

On the climate side, a pioneering effort to apply substantial supercomputer

resources to integration of a very fine resolution AGCM was begun in the 1980s at the

Geophysical Fluid Dynamics Laboratory (GFDL). Mahlman and Umscheid (1987)

describe simulations with a version of the GFDL “SKYHI” grid-point model with

∼100 km horizontal resolution and 40 levels in the vertical. This effort continued

over the next decade with simulations performed using grid spacing as fine as 35 km

and with versions with up to 160 levels (Hamilton and Hemler, 1997; Hamilton et al.,

1999, 2001; Koshyk and Hamilton, 2001).

Recently the efforts to run global AGCMs at fine resolution have attracted inter-

est and participation from a wider range of research groups and have been assisted

by substantial investments in development of major supercomputers. Conaty et al.

(2001) discuss aspects of the synoptic and mesoscale circulation features appearing

in a seasonal integration with a version of a global AGCM with ∼100 km grid spac-

ing. In a recent chapter Shen et al. (2006) discuss several 5-day integrations with a

1/8◦ version of the NASA finite-volume GCM. The Atmospheric Model for the Earth

Simulator (AFES) is a spectral AGCM which has been adapted to run very efficiently

on the Earth Simulator. Ohfuchi et al. (2004, 2005) report on brief (∼2 weeks) simu-

lations performed using AFES versions with triangular-1,259 truncation (correspond-

ing roughly to 10 km grid spacing) and 96 levels in the vertical. A global version of

the GFDL:ZAETAC nonhydrostatic grid-point model with ∼10 km horizontal reso-

lution was integrated for 24 h at GFDL (Orlanski and Kerr, 2007). Finally, in a very

ambitious project, Tomita et al. (2005) report on brief integrations using the Earth

Simulator of a nonhydrostatic AGCM with roughly 3.5 km horizontal grid spacing.

There have been increasing efforts at using high-resolution models even for long-

period climate change predictions. In the current round of very extensive integrations

from coupled global models submitted for consideration in the IPCC Fourth Assess-

ment Report the horizontal resolution of the atmospheric components of the mod-

els ranges up to T106. Mizuta et al. (2005) discuss an even more ambitious experi-

ment conducted on the Earth Simulator. They performed both a 10-year present-day

control simulation and a 10-year late-twenty-first century time-slice global warming
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simulation using a T959 atmospheric global model in which the sea surface tempera-

tures (SSTs) were taken from comparable periods of a low-resolution coupled GCM

global warming scenario experiment.

This chapter is an informal review of research on the question of how horizontal

and vertical resolution affects the simulation of the global atmospheric circulation.

The focus is on the ability of models to simulate realistic circulations when run from

essentially arbitrary initial conditions (i.e., in “climate mode”). Not covered here are

related questions concerning the effects of model resolution on the performance of

short-range weather forecasts. Mullen and Buizza (2002) and Roebber et al. (2004),

among others, provide discussions of the role of model resolution in practical short-

range weather forecasts.

The outline of this chapter is as follows. Section 1.2 reviews the results obtained

by various groups concerning the basic dependence of the simulated large-scale cir-

culation on horizontal model resolution. In this section only results relevant to the

troposphere will be considered. Section 1.3 reviews the rather less extensive pub-

lished work on the dependence of the basic tropospheric simulation on vertical model

resolution. Historically, most of the studies of resolution-dependence of simulated

circulation have been performed with model suites that extend up to only relatively

modest horizontal resolution (typically grid spacings larger than 100 km). However,

the recent efforts at running significantly finer-resolution models raise other issues

of convergence, namely whether these mesoscale-resolving (or mesoscale “permit-

ting” to adapt a term from ocean modeling, e.g., Griffies and Hallberg, 2000) global

models are producing realistic mesoscale motions. The explicit simulation of the

tropospheric mesoscale within global models is reviewed in Sect. 1.4. Section 1.5

reviews the somewhat limited literature related to appropriate scaling of parame-

terizations with changing model spatial resolution. Section 1.6 considers the depen-

dence of the simulated circulation on resolution for the stratosphere and mesosphere.

Section 1.7 reviews the literature on the effect of model resolution on coupled

atmosphere–ocean global simulations and on modeled climate sensitivity to large-

scale radiative perturbations. Conclusions are summarized in Sect. 1.8.

Throughout this chapter, for simplicity, the effective horizontal grid resolution of

a spectral model with triangular truncation at total spherical wavenumber n is taken

to roughly the circumference of the earth divided by 2n. Lander and Hoskins (1997)

offer a more detailed discussion of the effective equivalent resolution in grid and

spectral representations.

1.2 Effect of Horizontal Resolution on Simulations

of Tropospheric Circulation

A basic issue in global modeling is how the overall large-scale and regional features

of the simulated climate depend on numerical resolution. This issue has been inves-

tigated systematically for a range of horizontal resolution in a number of studies
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using a variety of models. Held and Suarez (1994), Boer and Denis (1997), and

Pope and Stratton (2002) discussed the convergence of the results from idealized

dry-dynamical core (DDC) models. The DDC models have no topography, no mois-

ture, and employ radiative heating specified as a function of the latitude, height, and

local temperature. Such studies have also been performed with several full AGCMs

employing either spectral dynamics (Boer and Lazare, 1988; Boville, 1991; Boyle,

1993) or grid-point dynamics (Hamilton et al., 1995, 2001; Pope and Stratton, 2002).

A common result in all the spectral model studies is that even the largest scales of

the mean circulation change very significantly as spectral resolution is increased from

∼T21 to ∼T42, notably with increased poleward eddy fluxes of eastward momentum

along with increased midlatitude surface westerlies and corresponding meridional

surface pressure gradients. As horizontal resolution is increased still further, these

changes in the zonal-mean circulation continue, but at a much slower rate. Similar

trends are observable in grid-point model simulations. The changes seem not to have

completely converged even at the highest resolution considered in these studies (e.g.,

T63 for Boville, 1991; T106 for Boyle, 1993; ∼35 km grid spacing for Hamilton

et al., 2001; ∼90 km grid spacing for Pope and Stratton, 2002). Continuing modest

changes in the zonal-mean winds and temperatures and also in eddy statistics such as

the zonal-mean of the eddy kinetic energy are apparent in these studies, even as the

model resolution reaches these relatively fine values.

Williamson (1999) compared some aspects of simulations in a conventional spec-

tral AGCM run at T63 and T106 horizontal resolution in the full model, and in

versions in which the subgrid-scale physics parameterizations were performed on

a reduced T42 grid. That is, the full resolution spectral fields produced by the

dynamical model were truncated to T42, the tendencies due to physics parameter-

izations were then computed on the appropriate T42 transform grid and expanded

into the spectral space. The resulting tendencies were then applied in the full model

dynamics. Williamson notes that the strength of the tropical Hadley circulation does

not converge in the standard model (even at T170 resolution), but there is conver-

gence when the resolution of the subgrid-scale physics is held at T42. By contrast,

the statistical properties of the extratropical storm tracks do change significantly

between T63 and T106, even in the version with fixed resolution for the subgrid-scale

physics.

A more complex issue is the dependence of simulated regional climatology in

realistic models as resolution is improved. One complication is that higher horizon-

tal resolution models typically employ finer-scale topography, and by itself this may

be expected to change the simulations. The overall impression obtained by review-

ing the studies cited above is that increasing horizontal resolution generally leads to

improved regional climatology for such quantities as seasonal-mean sea level pres-

sure or seasonal-mean precipitation. An interesting example is provided by Hamilton

et al. (1995) who evaluated the boreal summer and boreal winter precipitation simula-

tions obtained with the GFDL SKYHI grid-point AGCM when run with ∼300, ∼200,

and ∼100 km grid spacing. The seasonal-mean results in each case were averaged on

5◦
× 5◦ latitude–longitude areas and correlated with observed climatology over the
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globe. Although the precipitation simulations had some fairly obvious deficiencies

(e.g., in the summer South Asian monsoon) at all three resolutions, the objective

measure of pattern correlation with observations was reasonably high (∼0.7–0.8)

and it increased with improved model resolution. A similar conclusion concerning

the global correlation of simulated and observed rainfall patterns was reached by

Kobayashi and Sugi (2004) in simulations with different resolution versions of the

Japan Meteorological Agency (JMA) spectral AGCM. Pope and Stratton (2002) cal-

culate the rms differences from observations in December–February mean sea level

pressure simulated by their grid-point model when run at ∼275 km resolution versus

∼90 km resolution. They find that the rms error drops very substantially from 3.5 to

2 hPa at the higher resolution. They also ran a version of their high-resolution model

with the low-resolution topography, and find that much (but not all) of the improve-

ment in the simulation of sea level pressure at high resolution can be attributed to

the finer topography rather than simply the improved resolution of the atmospheric

dynamics.

There have been some systematic studies of the horizontal resolution depen-

dence of the AGCM simulation of Asian monsoon circulations and associated rain-

fall. Sperber et al. (1994) find significant deficiencies in the T42 simulation of the

monsoon by the ECMWF model, some of which are alleviated at T106 resolution.

Stevenson et al. (1998) compare summer monsoon simulations in T21, T31, T42, and

T63 versions of an AGCM. Stevenson et al. found that the large-scale features such

as the lower tropospheric westerly jet, the upper tropospheric tropical easterlies, the

Tibetan High were simulated by the model at all resolutions. As the resolution was

increased the core of the low-level westerly jet moved toward Somalia and became

more realistic. However, the model simulated excessive rainfall over the equatorial

Indian Ocean and over the southern slopes of the Tibetan plateau, and these errors

actually became accentuated at finer resolution. Kobayashi and Sugi (2004) examine

the Asian monsoon simulation in prescribed SST simulations with the JMA Global

Spectral Model model with horizontal resolution varied between T42 and T213, all

L40. Even a large-scale feature such as the seasonal-mean Tibetan High is stronger

(and more realistic) at T213. Many smaller scale climatological features are better

represented at high resolution as well, notably the location and strength of associated

precipitation of the Baiu front.

We can conclude that, while there have been a number of studies addressing the

issue of how simulated tropospheric circulation changes with model horizontal reso-

lution, there is nothing definitive that allows a determination of the resolution needed

for a particular degree of convergence in the simulated climate. There has been little

work along these lines performed at finer model resolution (say effective horizon-

tal grid spacings significantly less than 100 km). The possibility that employing still

finer horizontal resolution may significantly improve global model simulations of the

mean tropospheric climate cannot be discounted.
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1.3 Effects of Vertical Resolution on Simulations

of Tropospheric Circulation

The issue of appropriate scaling of the vertical and horizontal resolution of numeri-

cal models of the atmospheric circulation has been a concern for some decades, but a

clear and general determination of how simulations are affected by the vertical reso-

lution has not been achieved. Lindzen and Fox-Rabinovitz (1989) argued that in order

to simulate quasigeostrophic motions in the troposphere, a model should employ a

ratio of horizontal grid spacing (�x) to the vertical grid spacing (�z) of the order

of 300 in the extratropics and at least an order of magnitude larger near the equator.

In practice, various atmospheric simulation models have been designed with an enor-

mous range of ratios of the horizontal to vertical grid spacing, almost all significantly

smaller than those advocated by Lindzen and Fox-Rabinovitz. For typical global cli-

mate GCMs we may have �x ∼ 300 km and �z ∼ 1–2 km in the midtroposphere

(enhanced vertical resolution near the ground is common of course) for a ratio of

∼150–300. The operational global forecast models referred to in Sect. 1.1 have finer

horizontal and vertical resolutions, but all have �x/�z ratios of this order, as well.

In limited-area mesoscale models the �x/�z ratio is typically much smaller; for

example Janjic et al. (2001) describe simulations with a nonhydrostatic mesoscale

model with �x ∼ 8 km and �z ∼ 0.5 km, or a ratio of ∼15. In cloud-resolving

calculations it is sometimes the case that �x will be taken to be almost as small as

�z and so the ratio can be ∼1. In general these choices seem to be motivated by a

widespread belief that once �z is down to ∼0.5–1 km there is more to be gained by

increasing the horizontal resolution than in reducing �z further. The empirical and

theoretical basis for this belief appears not to be as developed as one may like, but

there have been a few published relevant studies of how the vertical resolution affects

AGCM simulations which seem to support this view.

Boville (1991) discussed a set of simulations with an AGCM run at T21 horizon-

tal resolution and vertical level spacings varied from ∼2.8 km down to ∼0.7 km.

He found little difference in these simulations except in the behavior of verti-

cally propagating equatorial waves (more of an issue for the stratosphere than the

lower atmosphere). Some more recent results studying models with different ver-

tical resolution suggest that the largest sensitivity may be in the tropics and may

be most significant for the simulation of upper tropospheric water vapor. Tompkins

and Emanuel (2000) studied results of a single-column atmospheric model formu-

lated with equal pressure difference between model levels; this model was run to

a radiative–convective equilibrium for tropical conditions. They found that the ver-

tical structure of temperature and water vapor was sensitive to improving vertical

resolution at least until the level spacing was reduced to ∼25 hPa (corresponding

to �z ∼ 500 m in the midtroposphere). Inness et al. (2001) analyzed control climate

simulations performed with 19 and 30 level versions of an AGCM. They find modest,

but significant, differences between the simulations in terms of the mean temperature

and humidity structure and also in the behavior of tropical intraseasonal oscillations.
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Roeckner et al. (2006) have performed a systematic investigation of the global rms

errors in seasonal-mean fields in an array of simulations with the ECHAM5 AGCM

as the resolution varies from T21L19 to T159L31. Consistent with earlier studies, the

authors find that at L19 vertical resolution there is an improvement in the simulation

with increasing horizontal resolution up to T42, but little improvement beyond that.

With the L39 vertical resolution, however, the improvement of the simulation with

horizontal resolution in most respects continues through T159 truncation.

These AGCM studies have dealt with modest horizontal resolution models only,

and the question of optimum vertical resolution for very fine horizontal resolution

global models has not been systematically addressed. This issue also obviously is

connected with the performance of subgrid-scale parameterizations, notably those

for cloud processes and turbulence.

1.4 Explicit Simulation of Mesoscale Phenomena

While increasing resolution past a certain point may lead to only modest changes in

the large-scale circulation, higher resolution models have at least the possibility to

explicitly simulate mesoscale circulations. Such features may be very significant for

both weather forecasting and climate applications. As climate model simulations are

run at ever finer resolution it will become more important to evaluate the mesoscale

aspects of these simulations.

Perhaps the most basic question is whether the mesoscales in the simulated flow

are realistically energized. It has been known that moderate resolution AGCMs can

simulate a realistic spectrum of horizontal variance of the horizontal wind and tem-

perature. These are often referred to as the kinetic energy (KE) and available potential

energy (APE) spectra, respectively (Boer and Shepherd, 1983; Boville, 1991; Koshyk

et al., 1999). Model results can be projected onto spherical harmonics and horizontal

spectra then expressed as a function of total wavenumber, n, of the spherical har-

monic (a rough equivalent wavelength is 40,000 km/n). Observations of tropospheric

circulation show a kinetic energy spectrum with a broad peak around n ∼ 5 and then

a roughly n−3 regime out to n ∼ 80. Most AGCMs are truncated within this n−3

regime, but observations show that past n ∼ 80 (or horizontal wavelengths shorter

than about 500 km) the kinetic energy spectrum becomes much shallower (e.g., Nas-

trom and Gage, 1985; Lindborg, 1999).

The simulated horizontal KE spectrum has been examined in a number of earlier

studies using relatively modest horizontal resolution AGCMs (Boville, 1991; Koshyk

et al., 1999). These studies showed that GCMs can reproduce a realistic n−3 regime

in the troposphere but, due to the limited horizontal resolution, these models did not

allow simulation of a significant range of the shallower mesoscale regime.

It appears that various current very high-resolution AGCMs perform rather differ-

ently in terms of their ability to simulate a realistically shallow mesoscale kinetic

energy spectrum. Palmer (2001) notes that the ECMWF GCM, when run at fine

resolution, actually simulates flow with a KE spectrum that steepens rather than
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shallows in the mesoscale. However, Koshyk and Hamilton (2001) found that the

SKYHI AGCM can simulate a realistically energized mesoscale. In particular, they

analyzed results from a control simulation with a ∼35 km horizontal resolution, 40-

level version of the SKYHI model and found that their fields did reproduce the

shallow horizontal KE spectra observed by Nastrom and Gage (1985) in the upper

troposphere, down to the smallest model-resolved wavelength (∼70 km). Recently

Takahashi et al. (2006) analyzed results from T639 AFES model control simulations.

With an appropriate choice of subgrid-scale mixing parameter the model can repro-

duce quite well the observed upper troposphere KE and APE spectra. The experi-

ment was also repeated in a DDC version of the model. This version also simulated

a shallow mesoscale range, supporting the view that the mesoscale regime in the

atmosphere is energized, at least in part, by a predominantly downscale nonlinear

spectral cascade.

Hayashi et al. (1997) examined the space–time structure of low-latitude precipita-

tion in versions of a grid-point AGCM run with horizontal grid spacings of ∼50,

∼100, and ∼300 km. At the finer horizontal resolutions, grid-scale precipitation,

which is thought to roughly represent the precipitation associated with cloud clus-

ters, is organized into larger-scale superclusters. The westward propagation of cloud

clusters and eastward propagation of superclusters is much more apparent in the high-

resolution experiments. These basic conclusions are also found from the results of

Yamada et al. (2005), who examined the space–time spectra of equatorial precip-

itation in versions of a global spectral AGCM with horizontal resolutions varying

from T39 to T159 and L48 in the vertical. Yamada et al. considered a simplified

“aquaplanet” case with all ocean surface and prescribed SSTs a function only of

latitude. They found that as resolution is increased the eastward-propagating precipi-

tation clusters and westward-propagating organizing structures become more clearly

defined.

In addition to the analysis of overall energy content in mesoscale motions, there

have been efforts aimed at characterizing the simulation of particular features in

the circulation. One important challenge has been the simulation of the quasiper-

manent Baiu frontal zone that appears over East Asia and the far western Pacific

region in the May–July period. This is a case where a reasonable simulation of local

weather variability requires a good representation of the fairly narrow frontal zone

and the mesoscale weather systems that disturb it. A number of studies have demon-

strated the difficulty in simulating this feature realistically with moderate resolution

global models (Yu et al., 2000; Zhou and Li, 2002; Kang et al., 2002). Kawatani and

Takahashi (2003) had some success in Baiu front simulation with a T106 AGCM, but

many more details of the front and typical disturbances were successfully captured

by Ohfuchi et al. (2004) with their T1279L96 AGCM.

One aspect of mesoscale meteorology in global models that has attracted consider-

able attention is their ability to simulate tropical cyclones. The great practical inter-

est in forecasting how global change may affect the climatology of tropical cyclone

numbers, tracks and intensities is one of the main motivations for pursuing very fine
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resolution AGCM modeling. It has been known for some time that global AGCMs

run in climate mode will spontaneously generate tropical depressions and tropical

cyclones. Of course, mature intense tropical cyclones (hurricanes and typhoons) in

the real world have rather small sizes (peak winds typically ∼50 km from the center)

and cannot be adequately resolved except by a very fine scale model. However, the

ability of AGCMs with various horizontal resolutions to simulate a somewhat real-

istic climatology of tropical cyclone occurrence and motion has been documented

(e.g., Bengtsson et al., 1995; Tsutsui, 2002). While moderate resolution models may

be able to reproduce some aspects of the observed tropical cyclone climatology, they

are unable to simulate the most intense storms observed in the real atmosphere. For

example, in multiyear control simulations using global models with ∼300 km grid

spacing described by Broccoli and Manabe (1990) and Tsutsui (2002), the deep-

est central surface pressures in the tropical cyclones that develop are about 980 hPa.

In a control simulation using a global model with ∼100 km effective grid spacing

reported by Bengtsson et al. (1995) the most intense tropical cyclone appearing had

a minimum central pressure of 953 hPa and peak surface winds of ∼45 m s−1. Peak

surface winds of somewhat less than ∼50 m s−1 are also apparent in the 10-year con-

trol run performed using a model with ∼100 km effective grid spacing described by

Sugi et al. (2002). Hamilton and Hemler (1997) described results from a single sea-

son of control integration with a global grid-point atmospheric model with spacing

about 35 km. They reported one Pacific typhoon with minimum pressure of 906 hPa

and peak winds in the lowest model level ∼70 m s−1, comparable to the strongest

typhoon that might typically be observed in a given year, but still weaker than the

strongest typhoon ever observed (Typhoon Tip in 1979 which had an estimated cen-

tral pressure as low as 870 hPa according to Dunnavan and Dierks, 1980).

Ohfuchi et al. (2004) and Yoshioka et al. (2005) discuss some aspects of tropical

cyclones seen in brief integrations of a T1279L96 AGCM. Ohfuchi et al. (2004) dis-

cuss the properties of four west Pacific typhoons in their simulation. Yoshioka et al.

(2005) use the fine resolution simulation of intense tropical cyclones to examine the

interaction between tropical cyclones and the diurnal cycle. A full global model is

needed for first-principles simulation of the atmospheric tidal response to diurnal

heating (e.g., Zwiers and Hamilton, 1986; Tokioka and Yagai, 1987) and very fine

horizontal resolution is needed to provide a first-principles simulation of intense trop-

ical cyclones, so only recently have models appropriate for study of this interaction

been available.

Oouchi et al. (2006) examined the tropical cyclones simulated in 10 years of inte-

gration with a T959 AGCM using SSTs taken from the control run of a much lower

version of the AGCM coupled to a fully interactive ocean. The model is able to gen-

erate a few tropical storms with maximum winds of nearly 50 m s−1. Overall the

number and distribution of tropical cyclone occurrences in the model simulation is

reasonably realistic, although there is a significant underprediction (factor of ∼2) of

the number of tropical cyclones in western North Pacific and an overprediction of the

occurrence of South Indian Ocean tropical cyclones.
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1.5 Changing Subgrid-Scale Parameterizations

with Model Resolution

It is generally appreciated that the subgrid-scale parameterizations need to be

adjusted as the explicit resolution of a model in changed. Overall, however, this is

not an area that has been very deeply explored. One issue that has forced itself on

the modeling community is the scaling of subgrid-scale horizontal mixing parame-

terizations with horizontal resolution. Smagorinsky (1963) proposed a second-order

mixing parameterization in which the eddy diffusivity (and eddy viscosity) varied

as the inverse square of the model horizontal grid spacing. In more recent times

higher order hyperdiffusion (and hyperviscosity) formulations have generally been

favored. For idealized one-layer quasigeostrophic models Yuan and Hamilton (1994)

found that a simple scaling of the fourth-order (biharmonic) viscosity and diffusivity

parameters with the fourth power of the grid spacing worked well (i.e., keeping the

diffusion timescale of the smallest resolved scale constant), and led to simulations in

which the horizontal variance spectra of the winds appeared consistent as model reso-

lution is changed. However, when the same scaling was used in a one-layer primitive

equation (shallow water) model the results were not satisfactory, in the sense that the

horizontal variance spectra of the winds was not consistent as the model resolution

was changed.

In many studies with full AGCMs the investigators seem to have chosen horizontal

diffusivities in a somewhat arbitrary manner. Two studies that tried systematically to

examine the dependence of the appropriate diffusivity as a function of resolution are

those of Boville (1991) and Takahashi et al. (2006). Both studies used rather standard

spectral AGCMs with fourth-order hyperdiffusivity and hyperviscosity parameteri-

zations. Boville examined results with simulations performed at T21, T42, and T63

resolution, while Takahashi et al. considered simulations at T39, T79, T159, T319,

and T639. In each a case the diffusivity parameter was adjusted by trial-and-error

to produce results in which the end of the horizontal velocity variance spectra fol-

lows a power law and in which the spectra were consistent as the model resolution

was changed. Both Boville and Takahashi et al. found that the diffusivity coefficient

needs to be scaled at about the inverse third power of the spectral truncation (i.e., the

diffusion timescale of the smallest resolved scale must drop with finer resolution).

While the need to change the horizontal subgrid-scale mixing parameterizations

with model resolution is well appreciated and has attracted some systematic inves-

tigation, the comparable issue with vertical subgrid mixing has been less studied.

Typically the vertical mixing in AGCMs depends on some measure of the vertical

stability based on resolved vertical gradients of temperature (or virtual temperature)

and horizontal wind, and most modelers have not seen any necessity to scale this

with the vertical grid spacing. One exception is the work of Levy et al. (1982) who

developed a scheme in which the mixing across numerical levels mixing depends

on the resolved Richardson number in the expected manner, namely that the mixing

becomes very strong rapidly as the Richardson number falls below some threshold.

They note that in the real world subgrid-scale variability would introduce smaller
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scale variations in the Richardson number. Thus some mixing would be expected to

occur even before the resolved-scale Richardson number appears to be unstable. Levy

et al. noted that the modification to the Richardson number dependence to account

for this effect should itself depend on the explicit vertical resolution, and they derive

a proposed vertical resolution scaling of the Richardson number criterion, based on

observations of typical vertical variability at small scales.

A particularly problematic issue in subgrid-scale parameterization is the treatment

of moist convective processes. It is has been shown that the space–time variabil-

ity of simulated precipitation in moderate-resolution AGCMs depends strongly on

which parameterization scheme is used for moist convection (Ricciardulli and Garcia,

2000). One might naively expect that, as model resolution is made finer, the results

obtained with different subgrid-scale schemes will converge and converge toward a

realistic result. Unfortunately what evidence exists suggests that the differences in the

behavior among convective parameterization schemes, and some unrealistic aspects

of convective simulation, may actually be exacerbated at fine model resolution.

Ricciardulli and Sardeshmukh (2002) find that the moist convective adjustment

scheme employed in the ∼35 km grid version of the SKYHI model produced an

unrealistically noisy tropical precipitation field. Enomoto et al. (2007) discuss results

obtained with different schemes in the AFES with fine resolution. They note that

for resolutions finer than about T639 the Arakawa–Schubert (Arakawa and Schubert,

1974) scheme behaves very unrealistically in that it produces very little convective

rain, and the model nonconvective parameterization takes over the production of trop-

ical rain. Enomoto et al. (2007) find a better behavior at fine resolution when employ-

ing a version of the Emanuel scheme (Emanuel and Zivkovic-Rothman, 1999). Of

course, as grid spacing becomes smaller there are potential conceptual problems with

at least some convective parameterizations as currently formulated. The parameter-

izations are generally regarded as describing the statistical effects of a collection

individual convective updrafts and downdrafts assumed to occupy the grid box. As

the box becomes smaller such a statistical treatment may not make sense. For exam-

ple Enomoto et al. (2007) note that the Arakawa–Schubert scheme assumes that (at

most) a small fraction of a grid-box is occupied by strong convective updrafts. This

is a reasonable assumption for large grid-boxes, but Enomoto et al. question whether

it is still appropriate for grid boxes of the order of 10 km horizontal dimension.

Yamada et al. (2005) examined the vertical resolution dependence of the tropical

rainfall in their aquaplanet simulations. Interestingly, they find significant differences

in the rainfall behavior even between two versions with modest horizontal (T39)

and reasonably fine vertical resolution, L48 and L96. In particular, they find that the

rainfall rates are typically weaker but more widespread in the L96 version, possibly

because the fine resolution opens up additional possibilities for very thin convectively

unstable regions to form.

As resolution is increased to a sufficiently fine degree it may be reasonable to

expect models to explicitly resolve individual convective updrafts and downdrafts.

Certainly there have been some impressive successes with such “cloud-resolving” or

“cloud system resolving” limited area models (e.g., Randall et al., 2003a). Typically
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such models employ roughly 1 km grid spacing in the horizontal, or even finer resolu-

tion (Randall et al., 2003a). The very recent work by Tomita et al. (2005), mentioned

earlier, showed that reasonable results for organized convection (in many respects, at

least) can be obtained with a sufficiently fine resolution global nonhydrostatic model

without any convective parameterization, just bulk microphysics parameterizations.

Such a model would presumably have no need to change the cloud-related parame-

terizations with resolution.

Another approach to the sub-grid scale cloud problem is so-called superparame-

terization, in which limited area fine resolution models with bulk microphysics para-

meterizations are run embedded in each AGCM gird box. As noted by Randall et al.

(2003b) one advantage of this approach is that no adjustment in the parameteriza-

tion as a function of AGCM resolution should be needed, and that in the limit of

very small AGCM grid spacing this model should seamlessly evolve into a global

explicit cloud-resolving model. Of course, such a seamless evolution only occurs

with particular formulations of the superparameterization. Notably it requires super-

parameterization schemes that fill each GCM grid box with a full 3D cloud-resolving

model, rather than 2D arrays (which is the approach that actually has been applied

most extensively so far).

1.6 Middle Atmosphere

While the simulated zonal-mean circulation in the troposphere is only moderately

sensitive to the horizontal and vertical resolution employed, it appears that the zonal-

mean simulation in the middle atmosphere can be much more sensitive to numerical

resolution even as the resolution becomes quite fine. Mahlman and Umschied (1987)

noted that the simulation of the basic extratropical stratospheric mean temperature

and wind structure in the SKYHI improved dramatically as the latitude–longitude

grid resolution was enhanced from 9◦
× 10◦ to 5◦

× 6◦, to 3◦
× 3.6◦ and 1◦

× 1.2◦.

The high latitude winter stratospheric temperatures were much too cold in the low-

resolution versions and this “cold pole bias” problem became less severe as resolution

was improved. Jones et al. (1997) and Hamilton et al. (1999) show that this improve-

ment continues even as the resolution is reduced to 0.33◦
×0.4◦. It seems that vertical

eddy transports of zonal momentum by gravity waves drive a meridional circulation

that warms the winter pole in the stratosphere and reduces the strength of the westerly

polar night jet (e.g., Garcia and Boville, 1994; Hamilton, 1996). Coarse-resolution

models are not able to explicitly resolve all the gravity waves that are important in

the real world, and this leads to a winter cold pole bias, unless the model includes a

parameterization of expected gravity wave effects on the mean flow. As the resolu-

tion is improved, more of the spectrum can be explicitly resolved and the drag on the

mean flow, and consequent dynamical warming at high latitudes are larger (Hayashi

et al., 1989; Hamilton et al., 1995, 1999). These issues in the winter polar stratosphere

have a counterpart in the summer hemisphere, where the unrealistically weak eddy
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forcing of the mean upwelling circulation leads to a simulated polar mesopause that

is too warm (Hamilton 1996; Hamilton et al., 1995, 1999).

In the tropical stratosphere it appears that the zonal-mean circulation is much less

sensitive to changes in the horizontal resolution, but may depend critically on the

vertical resolution employed. Historically most AGCMs have simulated winds in the

tropical stratosphere that are much too steady, notably lacking the strong interannual

quasibiennial oscillation (QBO). The first study to show that an AGCM could simu-

late a strong mean flow oscillation with the descending intense vertical shear zones

that are a prominent feature of the observed QBO was that of Takahashi (1996). He

took a standard T21 AGCM and reduced the vertical level spacing to about 500 m as

well as reducing the subgrid-scale horizontal diffusivity. He found that an oscillation

in the zonal-mean wind developed with a period of about 1.5 years. In the middle

stratosphere the amplitude was comparable to that of the observed QBO, but the

simulated amplitude was unrealistically weak in the lower stratosphere. Horinouchi

and Yoden (1998) and Hamilton et al. (1999, 2001) found similar results, i.e., global

AGCMs with fine enough vertical resolution, small enough subgrid-scale viscosity

and enough resolved gravity wave flux in the tropics can produce large amplitude,

low frequency mean flow oscillations in the tropical stratosphere that clearly resem-

ble the QBO but may differ by having somewhat different periods or vertical struc-

tures (referred to now as QBO-like oscillations).

An example of how the mean flow structure in the tropical middle atmosphere

changes with vertical resolution is provided by the case of the SKYHI model dis-

cussed in Hamilton et al. (2001). SKYHI when run with 40 vertical levels (L40)

between the ground and the mesopause (this configuration has about 1.5 km level

spacing in the lower-middle stratosphere) lacks any semblance of a QBO. The pic-

ture changes dramatically when the vertical resolution is increased to L80 or L160.

In these higher-resolution versions of the model the mean flow in the stratosphere is

dominated by downward propagating easterly and westerly wind regimes separated

by intense shear zones in a QBO-like oscillation. In the stratosphere, the peak equa-

torial shears in the L40 simulation (run at about 100 km horizontal grid spacing) are

∼0.004 s−1. In the L160 simulation they are roughly five times as large (∼0.02 s−1)

and are comparable to those seen in monthly mean observations near the equator

in the real stratosphere (e.g., Naujokat, 1986; Baldwin et al., 2001). The dramatic

change with resolution is presumably related to the ability of fine vertical resolu-

tion models to more adequately represent the interaction of the mean flow with a

broad spectrum of vertically propagating gravity waves. It is important to note that

simply increasing vertical resolution does not seem to initiate QBO-like variability

in the tropical stratosphere of all models, however (e.g., Boville and Randel, 1991;

Hamilton and Yuan, 1992). Indeed Takahashi (1996) noted that his model produced

a QBO-like oscillation only when a moist convective adjustment parameterization

was employed. Apparently there needs to be enough resolved gravity wave momen-

tum flux in the appropriate frequency and wavenumber ranges to actually generate

the needed mean flow accelerations, and this is controlled to some degree by the

convective parameterization employed in a given model.
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None of the Takahashi (1996), Horinouchi and Yoden (1998), and Hamilton et al.

(1999, 2001) models had a parameterization of nontopographic subgrid-scale grav-

ity wave effects. The QBO has also been successfully simulated in AGCMs that

do include a parameterization of the effects the nontopographic gravity waves that

are thought to be important in the tropical stratosphere. For example Giorgetta

et al. (2002) simulated a rather realistic mean flow QBO in a model that included

a Doppler-spread parameterization of nonstationary gravity waves (Manzini et al.,

1997). These authors find that their model with T42 horizontal resolution and roughly

500 m level spacing in the stratosphere did produce a nice QBO, but that the same

model run with level spacings of more than 1 km did not. They found that in the ver-

sion with the QBO, roughly half the forcing of mean flow accelerations came from

resolved waves and half from parameterized waves (with the role of resolved waves

being more important in the lowermost stratosphere).

All these studies have shown that the explicitly resolved upward gravity field

emerging from the troposphere plays a critical role in the simulation even of the

largest scale features of the middle atmospheric circulation. This raises the question

of the validity of the gravity wave field simulation itself. A detailed comparison with

observations is complicated by two problems. One is that no current instrument or

analysis system can produce an instantaneous global picture of the flow on the hori-

zontal scales of the relevant gravity waves (tens to hundreds of km). Comparisons

can be made of statistics of gravity wave variances, covariances, etc. with single

station observations (balloons, rockets, radars, lidars) or limited horizontal track data

(from aircraft and space shuttle flights) or limited satellite swath data. Each technique

has its own bias in terms of the part of the spectrum that can be efficiently detected.

Unfortunately, as noted e.g., by Hamilton (1993), the most easily detected parts of the

spectrum are the most energetic, which may not correspond to those with the largest

eddy fluxes of momentum. Among the limited comparisons that have been published

are those of variations in AGCMs with the (1) rocket soundings (Hamilton, 1989), (2)

lidars (Hamilton, 1996), and (3) the Kyoto University MU radar (Sato et al., 1999).

These comparisons have been fairly encouraging and suggest that current AGCMs

with reasonably fine horizontal and vertical resolution may be able to reasonably

simulate at least the most basic aspects of the observed gravity wave field in the

middle atmosphere. Much more work on this issue needs to be performed, however.

1.7 Coupled Global Ocean–Atmosphere Model Simulations

and Climate Sensitivity

How the resolution of global atmospheric AGCMs affects the simulation in cou-

pled ocean–atmosphere global climate models is an issue of obvious importance

for climate studies, but one that has thus far received only modest attention from

researchers.
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Emanuel (2001) noted that tropical cyclones induce strong vertical mixing within

the upper ocean, leaving cold wakes that are restored to normal conditions to a large

extent by surface fluxes from the atmosphere. This restoration is associated with net

heating of the ocean column, which is balanced by oceanic heat transport out of the

regions affected by the storms. The power input into the ocean from wind (which

determines the strength of the vertical ocean mixing) varies as the cube of the surface

wind speed. Thus the effects of very intense storms are particularly pronounced. As

noted above, the intensity of the strongest storms simulated by AGCMs is a strong

function of horizontal resolution, at least down to ∼10 km grid spacing. So if the

effect Emanuel identifies is significant for the global heat budget, then we should

anticipate systematic biases in the simulated climate in a coupled model without

extremely fine resolution.

Gualdi et al. (2005) performed a series of 6-month ensemble forecasts using the

19-level ECHAM4 AGCM coupled to a global ocean model, with a focus on the

accuracy of forecasts of the development of the El Nino/Southern Oscillation (ENSO)

phenomenon in the tropical Pacific. Many of the forecasts were repeated with both

T42 and T106 versions of the ECHAM4 atmospheric component, with everything

else (initial conditions, ocean model resolution, atmospheric vertical resolution) kept

the same. The differences in the forecasts were considerable, particularly for the

growing phase of El Nino or La Nina events. At T42 resolution the initial perturbation

of the coupled system decays quickly, while the T106 model can sustain the growth

of disturbances, leading to significant improvement in the forecasts.

A key application of coupled climate models is to determine the response of cli-

mate to imposed natural or anthropogenic perturbations, such as increasing concen-

trations of greenhouse gases. In an early study Senior (1995) examined the role of

model horizontal resolution in determining the equilibrium response to a doubling

of atmospheric carbon dioxide content in an AGCM coupled to a mixed layer ocean

model. He found nearly identical global mean surface warming in versions of the

model with roughly 500 and 250 km horizontal grid spacings. However, the latitudi-

nal variation of warming was somewhat different, with the lower-resolution version

displaying a greater intensification of the warming at high latitudes. Senior attributed

this difference to the much more realistic representation of storm tracks in the higher-

resolution version, which allows the eddy fluxes to respond more effectively to the

reduced equator-pole temperature gradient.

The sensitivity of a model climate to large-scale perturbations is determined by the

strengths of various feedback processes in the model. It is fairly clear now that the

important feedback that is most uncertain in current models is the cloud feedback,

particularly in the tropics and subtropics (Cess et al., 1990; Stowasser et al., 2006).

Among current global models even the sign of this feedback is not consistent, and

this uncertainty leads to a variation in simulated sensitivity of the global mean sur-

face temperature of a factor of 2–3 (e.g., Stowasser et al., 2006). An interesting ques-

tion is how the simulated cloud feedbacks depend on model resolution. Stowasser

and Hamilton (2006) examined a related issue, namely how the simulated monthly

mean cloud fields in the tropics and subtropics vary in relation to the interannual



22 1 A Review of Our Current Understanding and Outstanding Issues

fluctuations of the large-scale circulation. In particular, they examined the connection

between cloud forcing and monthly mean meteorological fields in a large number of

the global coupled climate models included in the preparation of the IPCC Fourth

Assessment Report. They found a very wide range of results for the various models.

It was interesting that no systematic variation in the results as a function of the spatial

resolution of the models was apparent. In fact, Stowasser and Hamilton (2006) exam-

ined results from two versions of the Japanese MIROC (Model for Interdisciplinary

Research on Climate) model, one run at T42L20 and the other at T106L56, and the

results were very similar. The implication seems to be that, at least in the range of

resolutions considered, the cloud and convection parameterizations are much more

important than the numerical resolution in determining how the cloud feedbacks are

simulated in a global model.

Ingram (2002) investigated the water vapor feedback operating in climate change

experiments in several versions of an AGCM with widely different vertical model

resolutions. He found that the feedbacks were insensitive to the vertical resolution

once some modest threshold was passed (i.e., results were very similar for models

with 19, 38 and 100 total model levels).

1.8 Summary

A numerical AGCM is a finite numerical approximation to the continuous differential

equations governing atmospheric circulation. With current resources it is generally

not possible to show that our AGCM solutions have completely converged, and at

least modest changes in the statistical properties AGCM simulated circulation seem

to occur with improving horizontal and vertical resolution. One issue that has been

fairly extensively addressed is the dependence of the zonal-mean climatological cir-

culation on the horizontal grid spacing or (for spectral models) horizontal wavenum-

ber truncation. For the troposphere it seems that such changes are quite important

up to about T42, and still significant, if more modest, at higher resolutions. For the

stratosphere and mesosphere it appears that model results for the zonal-mean simula-

tion may depend more dramatically on the resolution. In particular, the overall struc-

ture of the extratropical middle atmosphere in coarse or moderate resolution AGCMs

tends to be unrealistically close to radiative equilibrium (too cold in the high latitude

winter and too warm in the high latitude summer), and this problem is progressively

alleviated as horizontal resolution is improved.

Zonal-mean tropospheric simulations appear not to be strongly dependent on ver-

tical resolution, but the zonal-mean circulation in the tropical stratosphere, in some

models at least, has a very strong dependence on vertical resolution. With vertical

level spacings of ∼1 km or more in the stratosphere it appears that most (perhaps all)

AGCMs will simulate nearly steady prevailing winds in the tropical stratosphere, a

very unrealistic representation of the most basic aspect of the general circulation in

this region of the atmosphere. When model vertical grid spacing is reduced to about
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0.5 km or finer, some models display strong interannual oscillations of the zonal-

mean wind in the tropical stratosphere with the alternating downward-propagating

shear zones that are well-known features of the observed QBO.

In the last few years there has been considerable development in high-performance

computing facilities available for atmospheric simulation, notably with the 2002

inauguration of the Earth Simulator in Japan. This has made possible global

atmospheric simulations at unprecedented fine resolution. This raises issues of evalu-

ation of the very complex and detailed simulations that result. It has been shown that

at least some fine resolution models simulate a flow with realistic horizontal energy

spectra. A number of studies have examined the tropical cyclone simulations within

global models. These show that even modest resolution models can spontaneously

simulate a climatology with a reasonable number of tropical cyclones, but that simu-

lation of storm intensity become much more realistic as model horizontal resolution

is improved.

It is understood that the model simulations will have deficiencies simply asso-

ciated with the fact that components of the real circulation will not be explicitly

resolved in the finite numerical approximation employed. As explicit model resolu-

tion is changed, the parameterizations used to incorporate subgrid-scale effects must

also be modified. For example it is known that subgrid-scale diffusivity and viscos-

ity coefficients must be lowered as horizontal resolution is improved. Presumably

some similar scaling should apply to vertical subgrid-scale mixing, but little work

on this problem seems to have been published. The effects of resolution on the per-

formance of moist convection parameterizations are a complicated issue, and at least

some published studies suggest that the performance of models with state-of-the-art

convection schemes may not converge toward realistic results.

Experience with limited-area models suggests that model performance may pass a

threshold when horizontal grid spacings are reduced to ∼1 km or less. At this point

the explicit dynamics along with a bulk microphysics parameterization may realis-

tically represent many features of moist convection and clouds. Recent work with

the NICAM global model run on the Earth Simulator has approached within a fac-

tor of 3 of this hypothesized horizontal resolution threshold, and initial results are

encouraging that such global models can simulate realistic mesoscale organization

of cloud-scale features.
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