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An Overview of the AIRS Radiative Transfer Model
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David Tobin

Abstract—The two main elements of the Atmospheric Infrared (LBL) algorithms that generate the monochromatic transmit-
Sounder Radiative Transfer Algorithm (AIRS-RTA) are described  tances required for producing the fast radiative transfer model.
in this paper: 1) the fast parameterization of the atmospheric rans- - 1is giscussion focuses on the characteristics that distinguish

mittances that are used to perform the AIRS physical retrievals LBL alqorith f th d will includ .
and 2) the spectroscopy used to generate the parameterized trans-OUr algonthms irom others and will Include comparisons

mittances. We concentrate on those aspects of the spectroscopy thaPetween up-welling atmospheric radiances observed with
are especially relevant for temperature and water vapor retrievals. high-spectral resolution radiometers flying on the National

The AIRS-RTA is a hybrid model in that it parameterizes most  Aeronautics and Space Administration’s (NASA) ER-2 aircraft

gases on a fixed grid of pressures, while the water optical depths and radiances computed using our LBL algorithm

g;iggrirg:abtggzne’gr?&%ge;ngrﬁgtfhv;ﬁéez)?on%lcéusn(t:s;nV\gletevr;?epdo’r,in _See [1] for an overview of the AIRS instrument and [3] for de-
addition to the column abundance of carbon dioxide. tails on the AIRS spectral resolution and spectral response func-
tions (SRFs). AIRS design parameters relevant for the radiative
transfer algorithm are 1) a 650-crh (15 m) to 2700-cnt?!

(3.7 um) spectral range with 2378 channels; 2) SRFs with full
widths at half maximum of-/1200 (0.5-2.3 cm!); and 3)

. INTRODUCTION noise levels on the order of 0.2 K (70% of AIRS channels have

HE ATMOSPHERIC Infrared Sounder (AIRS) [1] usedhoise less than 0.2 K, 20% have noise less then 0.1 K).
a physical algorithm for the retrieval of atmospheric
profiles, and consequently is dependent on an accurate, and [I. RADIATIVE TRANSFER

fast, radiative transfer algorithm for computing clear-air The observed AIRS radiance for changs the integrated

radiances. The AIRS physical retrieval algorithm uses aBFoduct (“convolution”) of the monochromatic radiandg,
proximately 300 channels to determine temperature, Watgk the normalized instrument SRE for channel
and ozone profiles. Additional channels are used to retrieve

methane, carbon monoxide, and eventually carbon dioxide.
Calls to the atmospheric infrared sounder radiative transfer
algorithm (AIRS-RTA) represent the most CPU-intensive part
of the operational processing, so the RTA must be fast. Thi&e retrieval of atmospheric parameters fr@?s is accom-
high spectral resolution of AIRS coupled with its low nois@lished by varying an initial guess for the temperaflifg) and
should produce retrievals that are as good, or better, than tdomstituent amounts until the difference between observed and
worldwide operational radiosonde network, if the forwardalculated radiances is minimized for some selection of chan-
model accuracy approaches the noise level of the instrumentelsi.

Two primary components of the AIRS-RTA determine its The monochromatic radiance leaving the top of a nonscat-
accuracy: 1) the spectroscopy used to compute atmosphéeiing, clear atmosphere is
transmittances and 2) the quality of the fast model transmit-
tance parameterization. We review here the basic form of ths, =€, B, (T5) 7, (ps — 0, Osat)
AIRS-RTA parameterization and its accuracy. A detailed expla- 0

) A dr,(p — 0, bsat)
nation of the procedures used to generate the parameterization + / B,(T(p)) ————
coefficients is beyond the scope of the paper. Ps dp

We will also review. thg spectroscopy useq to ge_znerate _the + F,j’ pi 7 (ps — 0, bsar)
AIRS-RTA parameterization and the associated line-by-line

Index Terms—Atmospheric retrievals, radiative transfer, remote
sensing, spectroscopy.

RSP = / R, SRE(v) dv. 1)
AI/.;

dp

SGC(TV) TII(O - pS7 esun)pfﬂ_]/(ps - 07 Hsat>- (2)
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andp; is the solar reflectance by the surface. All of these ternis not obeyed for convolved transmittances we cannot directly
involve the atmospheric layer-to-space transmittance from soommpute the total convolved transmittance in (7) as the product
pressurep to space at anglé,,;, the satellite zenith angle asof the individual convolved transmittances, since

measured along the ray from the surface to the satellite

T=T""°#7 1" 1° (8)
0
TV(P — 0, 9sat) = HeXP [_ / k‘ﬁ(n esat) dp} (3 where
g Jp .
g —
wherekd(p, 6,.) is the optical depth per unit pressure for the 70) = ./Ar/ (o= 0, 6)SRRw) dv. ®)

gasg at pressure viewed at angld,,.. Note that ther, also ) ] ) )
depends orf’(p) and the abundance of the radiatively active R€covery of Beer's law is partially possible by expressing
atmospheric constituents, although this is not shown explicitiff?€ individual convolved transmittances in the following way as
We can simplify the solar contribution by noting that the tw§u99ested by Susskind [5]
solar transmittances in (2) can be combined into a single, longer wer TFW o TFWO
path transmittance L7 = and 177 = e (10)
! !
To(Ps = 0, fert) = 70(0 = Py, Osun) 7 (ps = 0, biat)  (4) Using these definitions for the individual convolved transmit-
tances we see in the following equation that we recover the true

where total convolved transmittance after multiplication
fer = sec™ ! (sec(Bsun) + sec(fsat)) - (5) TFW TFWO
e W,eff 770, eff __ _ %14
/];ﬂ":z];F/]; /]; _ZF /l];F ,ITIFVV _z]—lFWO.
A. Channel-AveagedRadiative Transfer (11)

The aforementioned relation is only correct if tig" " can
e accurately parameterized as a function of the atmospheric
temperature and gas profile, and with satellite viewing angle.

The AIRS forward model uses a discretized version of (2) f
each spectral channel

I The parameterization accuracy is increased if the most dom-
R' = €,B,(T,) T (Bsut) + Z B, (T)(T;(0sat) = T;' (Asat))  inant gas transmgtggge for a give_r_1 channel_is formed alone,
=1 as was done fof7,” ™" in (11). Additional details on how the

i s i carbon monoxide and methane transmittances are handled are
+Rreﬂ.th. + H, COS(HSUH>pr/7; (eeﬂ") (6) discussed in [2]

. .  eff .
with 100 atmospheric layefswhich is sufficiently fine to keep ~ Since the layer optical deptly”“" has a more linear de-
discretization errors below the AIRS noise levglis the first Pendence on temperature and gas abundance than the transmit-

atmospheric layer above the surface, which in practice is gent¥?c€, We parameterize the layer optical depths, which are easily
ally some fraction of one of the 100 fixed pressure layers. formed from the layer-to-space transmittances

The channel-averaged layer-to-space transmittances in this To,eft
equation are given by kol = ln[ lg_oﬂ] (12)
‘ . 72
7'(0) = /AV_ 7u(pr — 0, 0)SRE(v) dv. ™ Most optical depths are linearly parameterized (see Section 1I-C
' for exceptions) as
AIRS channels are narrow enough that we can replace the con-
volution of the Planck function with its value at channel center, Bt =" e, (13)

which introduces errors below the 0.1 K level. The solar irra- ]

diance term is the convolution of the AIRS SRF with a solar ; _

spectrum derived from the Atmospheric Trace Molecule Spe¢here the constant termy * are determined from least squares

troscopy (ATMOS) experiment [4]. The channel-averaged vei€gression of the above equation to a statistical set of atmo-

sion of the reflected thermal tern®,.q ¢, will be discussed spheric profiles. The predictor§);, and regression techniques

later. are discussed in more detail later. The final form of the AIRS ra-
The parameterization of the gas transmittances is quite fjative transfer equation usgs*, as shown below, fof;' (6sa:)

volved, and will be simplified in this discussion by assuminf! (6)

that the algorithm only needs to vary water and ozone transmit- .

tances as a function of gas amount, observation secantangle, and Tt — H H exp | — Z @' | (14)

temperature. This leaves us with three separate transmittance 5 7

terms; one for all gases with fixed amounts, including,CBat

we labelg = F, one for water vapor transmittances labele8imilar, but more complicated procedures are used to develop

g = W, and one for ozone labelgd= O. The AIRS radiative transmittance equations for the other variable gases, carbon

transfer algorithm can also vary methane and carbon monoxigenoxide, and methane. Variable €@ treated as a special

profiles, and adjust the total column of G(G5ince Beer's law case; see Section II-F.

g U'=1
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B. Reflected Down-Welling Thermal Radiance 001k

The down-welling thermal flux reflected by the surface i +
generally a small but not negligible term that will increase ot
served brightness temperatures by nominally 0.2 K fer0.98.

This term can grow te-0.6 K in regions of low emissivity, such &
as over silicate deserts. j':i 1k

The monochromatic down-welling thermal flux (for a clea o
nonscattering atmosphere) can be accurately computed us @

(]

the standard diffusivity approximation (Goody and Yung) £ 10f

s
F =Y B,(T)[r(pry1 — ps, Oa141) 1007

=1

=7 (pt = ps, ba,1)]  (15) 1000k . . s . ;
0 20 40 60 80 100

wheredy  is the diffusivity angle for layet. The R,eq. ¢1. term Layer #

in the discretized version of the radiative transfer equation (bﬁé 1

. . . Mean layer pressures used in the AIRS fast radiative transfer model.
fore convolution with the SRFs) is, therefore

. C. Atmospheric Layering

Reenttn. = 7p, o (ps = 0, ) ) Bu(T1) The AIRS fast model uses two different layering methods to
model the optical depths. The most intuitive is a grid of vertical
[ (Pre1 = ps; ba 1) =7 (P1 = ps, 6a)]- (16)  glabs with constant pressure. In this case, each layer is defined
] ] ] o by the two bounding grid pressure levels (§dayers require a
We partially rewrite this equation in terms of the layer transmity 1 |evel grid). The discretized version of the radiative transfer
tancer, (pi, fa,1) equation discussed in the previous section uses this 100-layer
pressure grid and ultimately af;s must be available on this
. s grid. All component gas transmittances, with the exception of
Rret.tn. = 70, 7o (ps — 0, fsat) B,(Th) water vapor for~600 channels, are parameterized on this grid
- ! which spans the range 1100-0.005 hPa. The 101 atmospheric
L =7 (o1 O, )] (Pr4a = ps, Oa141)  (27) pressurdevelswhich divide the atmosphere into 100 layers are

. . , L . . defined as
in order to clarify the following approximation to this relation.

Even within the diffusivity approximation the exact computa- Py (i) = (4i® + Bi + C)7/? (19)
tion of the above quantity takes significant time, since it requires
transmittances at different angles than the direct emission tefghere; is level number, andi, B, andC are constants. By
Moreover, since this term is quite small, significant approximapb(ing Piy(1) = 1100, Piey(38) = 300, and P, (101) =
tions may be warranted. Since most of the down-welling flux 005 hPa, we can then solve for these three constants. This re-
that Ultlmately is reflected back to the satellite is Coming fro%tion gives us Smooth|y Varying |ayers and is fine enough to
the lower troposphere, Kornfield and Susskind [6] suggestagt limit the accuracy of the radiative transfer equation. A plot
modeling the down-welling flux as emission from a single abf these layers is shown in Fig. 1. Note that although the level
mospheric layer with temperatuié as numbering has level 1 closest to the surface, the layer numbering
scheme used in the AIRS-RTA has layer 1 closest to the satellite.
R o o = 7oL T (Bsae) B(T3) (1 — T/ (6a))F*  (18) A second method for layering the atmosphere (introduced in
/ [7] and [8]) called OPTRAN is used fer600 channels that are

whereF" is a correction factor determined using regression ovdominated by water vapor. Water vapor amounts can vary by
a statistical set of profiles. Note, we are using channel convolviddee orders of magnitude in the lower troposphere, producing
values for the transmittances in the above equation. A differgrigh variability in the transmittances that are difficult to param-
layer temperatur#; is used for each channel by finding whicheterize accurately. OPTRAN interpolates the atmospheric pro-
layer resulted in the most accurate approximation for this radite under consideration onto a grid of layers that have constant
ance termF; was modeled as a linear equation with five prelayer-to-space water amounts. The optical depth is computed
dictors; a constantl /a, B(T;), B(1;)/a, and B(Ts)/B(T;), on this grid and then interpolated back to the constant pressure
wherea is the secant of,,;. Note that this approximation for grid for performing radiative transfer. The main predictor for
the reflected thermal radiation only uses transmittances that apical depth on the OPTRAN grid is pressure, rather than a
already computed for the larger atmospheric emission radiarc@enbination of secant angle and gas amount, as is the case on
term. We estimate that this approximation for reflected thermalconstant pressure grid. In order to achieve acceptable accura-
radiation is accurate on average~d5% to 20%. In the future cies with OPTRAN we used 300 grid layers of constant water
we may find that this term requires further improvements. amount.

Il
-
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Although OPTRAN produces more accurate parameteriras parameterized with products of powers:piV, andT,..
zation using a smaller number of parameters for most waténally, the CQ column content was parameterized with four
vapor channels, we found that a grid of constant pressymducts of powers of andT,.. The exact selection of predic-
layers worked better for the fixed gas transmittances [9prs are available in [10]. The resulting coefficients for all 2378
Consequently, the AIRS transmittance parameterization isclaannels, 100 layers, and four variable gases requires 35 MB of

hybrid of both methods. storage.
] Since the OPTRAN layering scheme uses a grid of constant
D. Predictors layer-to-space water amounts while AIRS radiative transfer is

The layer effective optical depths are modeled as simpk a constant pressure grid, we calculate the OPTRAN predic-
functions of various profile-dependent predictors [the ternigrs at the AIRS pressure layers and then linearly interpolate
Q; in (14)]. Typically these predictors are terms related tdiem to the OPTRAN grid. We used nine predictors for OP-
the layer temperature, absorber amount, and viewing angi&®AN; a constant?;, T;, \/(P), T2, PTi, ai, Py, and Ty,
and for OPTRAN, pressure. However, the loss of Beer's lawhere

means that the functional dependence of the transmittances on 1

the predictors can be quite complex, so the exact selection of > P()a(l)yw(l)

predictors involves a combination of insight and trial-and-error P, == T (22)
testing. In addition, the layer optical depths also depend on S a(l)y W(l)

the layers above them (at higher altitudes), which is a natural i=l
consequence of deriving the layer effective optical depths frognq
ratios of layer-to-space transmittances. Ny

A detailed discussion of all predictors used for all channels S Ty a(l) W(I)
and gases is beyond the scope of this paper, so instead we sum- T, = = . 23)
marize the profile variables that make up the actual predictors. ; i o) W ()

The predictors are products of various powers of the fol- =

lowing profile variablesy the secant of the path zenith angleO _ . .
T. = Tl/TIref, AT = T) — Tlref, ratios of the various gas nce these predictors are interpolated onto the OPTRAN grid

llé'nlgy are normalized by dividing them by a reference profile (also

amounts (water, ozone, methane, carbon monoxide) to their X i
gqerpolated to the OPTRAN grid) to keep all predictor values

erence values, and some additional variables that are nonldf .
in that they depend on the profile above the layer under consfr!lgse to unity.
eration. The gas amounts refer to the amount of the absorEer
contained within the layer along a nadir path. To insure that o ]
the predictors are of the same magnitude most are ratioed of "€ successful determination of the fast model parameteri-
differenced with a layer temperature or amount from a refef@tion coefficients is highly dependent on weighting the var-

ence profile (U.S. Standard Atmosphere). For example, two pt@Us terms in the regression equation (14). Recall that the at-
dictor variables that take into account the dependence of fR@Spheric emission from a single layer is proportional to the

layer transmittances on the layers above are product(1 — 7)7 where7 is a layer transmittance and is
a layer-to-space transmittance. We can define a transmittance

error as

Regressions

L
T.=% PO)(P)-PU-1)T,(1-1)  (20)
i=2 ATerror = exp(—k) — exp(—k * (1 4+ ¢€)) (24)

and wherek is the optical depth andrepresents some small frac-

L tional error ink. A plot of this equation resembles the shape of
,L.;P(l) ((P() = P = 1)) Woror (1) the curve shown in Fig. 2. The transmittance is most sensitive
W.== (21) 1o optical depths near unity, and insensitive to small or large op-
> P ((P(1) = P>l = 1)) Wet(1) tical depths.

1

<.

Consequently, during the regressions to determine the fast
whereP(l) is the pressurd},,.¢(1) the profile water amount, model coefficients we adjust the input optical depth to arrive
andW,.¢(1) the water amount for the reference profile. Similaat the weighted values shown in Fig. 2, except that we limit the
variables tolV, for ozone, carbon monoxide, and methane arainimum weighted: to one. The finak..ighted Used in the re-
also used. gression is the product of the weighted values determined sep-
We used 11 temperature predictors in (14) that were coarately for the layer optical depth and for the layer-to-space op-
structed from various products of powersafl;., and7.. For tical depth. To maintain the balance of (13), we must apply the
water vapor optical depths the predictors include up to 13 prashme weighting factotweighted /Kinitial t0 the predictors.
ucts of powers ofi, W, W, AT, and two variables similar to  The regression training dataset consists of 48 profiles, each
W. but for ozone and methane. Ozone used a maximum of teasdculated at six viewing angles between nadir and. @he
products of various powers af O, AT, andT,. CO and CH 48 profiles were selected to span the expected range of profile
optical depths each used up to ten products of four predictmariability and were mostly selected from the TIGR [11] profile
analogous to those used for;. The water vapor continuum database. Data for an additional six angles extending outto 83
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fects of CQ on AIRS radiances when analyzing biases. In the
long term the potential for AIRS to retrieve GWill be care-
fully examined.

CO, should only vary globally by several percent at most,
resulting in changes to the optical depth that are very linear in
CO, amount. For simplicity we treat CCas one of the “fixed”
gases and model the small variability of €&s a separate ad-
ditive perturbation term as follows:

Weighted Value
w N [6)]

N

4
Ak =65 COy(%) Y diQ; (25)
j=1

0 , . ' where thel!. are constant coefficients determined by regression,
Optical Depth and the predictor®); area, T,, aT,, anda(T,)%. § CO(%)
is the percentage increase or decrease in the 1BiRing ratio
Fig. 2. Weighted values used for optical depths used in regressions for fism our standard value of 370 ppmv. The regression fodg.he
model parameters. constants requires computing convolved monochromatic trans-
mittances with our standard value for the £&nhd with an en-
was created for the shortwave channels because of the long&ficed CQ mixing ratio.
pathlengths that arise in the reflected solar term of the radiativeNote that we only vary the CQin the regression profiles by
transfer equation. Care should be taken in using the AIRS-REAconstant ppmv offset in every layer. This means that, in prin-
at large solar zenith angles due to uncertainties in the true atraiple, § COy (%) in (25) should be the same for all laydrOur
spheric path under those conditions. parameterization for variable GQOs very accurate, far below
The monochromatic transmittances for each profile were caéhe AIRS noise levels. Consequently, we expect that one could
culated using the KCARTA [12], [13] code, and included aNary the CQ profile (and not just the column) to some degree
gases contained in the 1996/1998 HITRAN [14] database (Rind not introduce significant errors, although we have not care-
TRAN 2000, Version 11.0 will be used in the near future). Prdully evaluated any potential errors that could arise under these
files for the minor gases that do not vary in the fast radiativenditions.
transfer model were set to climatological mean values. This correction to the fixed gas optical depths for variable
The water vapor continuum was parameterized separategJp, will generally have the same order of magnitude as the
from the line spectra, since it is essentially constant over tligfactor correction discussed in the previous section. The
width of an AIRS channel and can be removed from the i-factor correction modifies the amount of fixed gases (in-
strument convolution. This also makes it easier to parameteriglading CQ) in a layer to account for displacement by highly
the water line spectra. In addition, it allows us to modify th@ariable water vapor, which must be done to keep the layer
water continuum in the AIRS fast model separately from thsressure constant. However, note that @hdactor correction
contributions to the water transmittances due to the line specig.applied to all channels, not just those with water vapor
This has the practical advantage that we can easily modify gission, and thus must be done accurately in order to retrieve
continuum, which is the more uncertain part of the spectrumvariable CG.
To simplify the fast model, the “fixed” gas amounts were kept
identical in all the regression profiles, and only the layer tens. Accuracy and Performance

peratures were allowed to vary. Small variations in Iayer 98SFig. 3 shows the fitting errors, in brightness temperature units,
amount caused by the combined effects of water vapor displaggy-the fast transmittance regressions (middle panel). This plot
ment, gravity (as a function of latitude), and layer pathlengfibes not include errors that may be introduced by the reflected
(required to keep the layer pressure constant) are typically Igg§rmal parameterization, which are highly dependent on the
than 1% to 2%. We have parameterized these effects with a teflace reflectivity. The bottom panel of Fig. 3 shows brightness
we call the G-factor” that modifies the fixed gas optical deptfyemperature errors of the AIRS-RTA when using an independent
Ry ) ) dataset, which was a selection of 212 profiles from the TIGR
The regression profiles are also used to compute the reflectgdaset that were not used as fitting profiles. These 212 profiles

down-welling thermal radiance using kCARTA, generating thgere selected to evenly cover the globe to the extent possible

dataset needed to determifieand F* in (18). with TIGR.
, Histograms of the fast model parameterization errors for both
F. Variable CG the dependent and independent profile dataset shown in Fig. 4

The at-launch AIRS radiative transfer algorithm allows varshow that the vast majority of channels have errors below 0.1 K.
ation of the CQ column amount although this capability is nofor clarity we truncated the histogranaxis a little above 0.2 K,
presently used in the AIRS retrieval algorithm. Climatologicakhich removes two/four channels from the histogram for the de-
(hemispherical and seasonal) variations in,@@xing ratio of pendent/independent profile sets, respectively. Errors are larger
a few parts per million volume (ppmv) are large enough to olfer the independent profile set, mostly for channels in regions
serve with AIRS, so we need the capability to compute the afeminated by water that had extremely low fitting errors. On
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Fig. 3. (Top) A simulated AIRS spectrum. (Middle) RMS difference betweehig. 4. Distribution of fitting errors in the AIRS-RTA.
fast modelB(T") and trueB(T') for the 48 regression profiles, for five slant

??éhs d(Bogom) Same as middle, but using 212 independent profiles from they, 5 e atmosphere. If the spectroscopic errors are systematic
atabase. . e .
in each atmospheric layer (same percentage error) this trans-

. I £§s into a maximum error of 1% in the spectroscopy. This is
0,
T o o o demandingrequiement, sce s ofen il o i
resentative sp ectroscpo erroré (and IF:1 a few cases SRF un%gF-e ement among different laboratory measurements of molec-
+ SP by ar line strengths to better than 2%, and even more difficult to

tainties) rather than parameterization errors should dominate e sure line shapes to this accurac
uncertainties in the AIRS-RTA. P y.

. o The AIRS high-spectral resolution is most important in that
The largest errors in the fast model parameterization are flpr gh-sp P

) . . . allows the use of channels in-between spectral lines, which
two to three h|gh-alt|tude COchannels that have m?erfen.ng ave absorption coefficients proportional to pressure squared,
water vapor lines. These channels are easily avoided in

retrieval, since there are sufficient numbers of high-altitu E%t produce sharp weighting functions compared to channels

) f | lines. AIRS is theref i iti h
CO, channels that do not have water vapor interference. Tﬂn top of spectral lines S Is therefore quite sensitive to the

AIRS-RTA parameterization errors are also higher than aver aFmospherlc spectral line shapes, especially fos @ FHO

e : . :
. s that have very high optical depths in the atmosphere. We
for a subset of water channels centered on water vapor lines o? y hign op P P

. . . summarize here the results of the development of improved
medium strength in the 1250-1375-chregion. These chan- CO, spectral line shapes, based on laboratory studies of CO

nels are generally avoided in the retrieval because they hasév%eectra that are in-turn validated with atmospheric emission

broader Welghtlng functions than chan_nels located m—betweSpectra measured by the NAST-I and S-HIS high-spectral
spectral lines that peak at the same altitude.

: o . resolution interferometer radiometers flying on NASA's ER-2.
The AIRS-RTA integrates the radiative transfer equatio, tudies of HO line shapes are continuing, but uncertainties

using the 100-layer model of the atmosphere. However, t|Pethe measurement of 40 amounts in both the laboratory

AIRS physical retrieval algorithm methodology does nat ... ;
require evaluation ofadiancederivatives for each of the 100 setting and in the atmosphere have slowed progress@lide

. hapes, although extensive field campaigns by the DOE ARM
layers (see [15, Table 1]). Temperature retrievals, for exampEfG]pprogram sr?ould bear fruit in the n%argfutur)é
use 24 vertical temperature derivatives of the radiance, corfe- '

. ; . . . ._One major consideration for GOline shapes in the
sponding to the 24 trapezoid functions discussed in [15]. ThA?RS-RTA Jis the effect of line-mixing, which F:edistributes
approach significantly lowers the CPU requirements on tfgﬁ '

RTA and allows the use of finite difference radiance derivatives.e radiation of overlapping spectral lines away from what

ould be computed using noninteracting Lorentz line shapes.
The AIRS-RTA can compute 12 complete AIRS spectra of .q\i_Yine-mixing reduces the effective far-wings of these interacting

2378 channels in one second using a commodity CPU Cirea . while increasing the i i
2001 . re g the line shap_e near the line centers.
Duration-of-collision effects also considerably reduce the, CO
line wing from Lorentz values and is especially important
lll. SPECTROSCOPY in the head of thes; band near 2400 cmt (4.3 um) that
This section provides a brief overview of the spectroscompntains excellent temperature sounding channels. The large
and line-by-line algorithms used in the AIRS-RTA. The speeffect of Q-branch line-mixing on high-spectral resolution
troscopy determines the absolute accuracy of the AIRS-RTAadir sounders was reported by Stretval. [17] some years
A reasonable lower limit on desired errors in the AIRS-RTA iago and has been reviewed more recently [18]. A number of
the nominal noise level of 0.2 K, although some retrieval/apopular line-by-line radiative transfer algorithms (GENLN2
similation schemes might require even lower biases relativedad LBLRTM) incorporate Q-branch line mixing.
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Line mixing in CO, P/R-branches has received less atter 20
tion than Q-branch line-mixing because the P/R lines are mc
widely separated than Q-branch lines and it was believed tt |51
P/R mixing has less of an effect on the £€pectrum. In ad- =
dition, early studies ascribed the strong sub-Lorentz behav <
of the v3 R-branch bandhead of GGat 4.3 um solely to du-
ration-of-collision effects and neglected the strong influence J,
P/R-branch line-mixing. GENLN2 [19], for example, model:§ -10
the sub-Lorentz behavior of the Gdines with the empirical =
model of Cousiret al.[20], which contains 14 line shape param 3

Calc (%
(=]

eters, derived from laboratory spectra, to describe/thgpec- 3_20 Cousin
tral line shapes. Subsequently, Cousin [21] and Boissoles [22 HRIE Q-Mixing only
showed the P/R-branch line-mixing was responsible for mu  -30f 1 Q-,P/R-Mixing
of the sub-Lorentz behavior of the R-branch bandhead, but th . Lorentz

proposed model was too inaccurate for remote sensing appli _49
tions. 1
The CG line shape model for P/R-branch mixing and dura-
tion-of-collision effects used in the AIRS-RTA was develOpegig. 5. Laboratory spectrum of GOn the 15:m region and percent errors in
by Tobin [23] and has been refined more recently by Machaé@ computed absorption coefficients for this spectrum. This spectrum was 766
et al. [24]. Tobin used laboratory spectra provided by JoHArr of CO:, 15-cm path length, at 296.7 K.
Johns [25] to develop an approximation for the combined effects
of P/R-branch line-mixing and duration-of-collision effectsiumber. Details of these calculations, and comparisons to labo-
that was physically based, had as few adjustable parametergadgry data, can be found in [23] and [24]. Other line-by-line al-
possible, and was sufficiently accurate for atmospheric remagerithms use various approximations for the far-wing.dide
sensing applications. This theory uses the same energy-gappe. GENLN2, for example, uses the empirical Cousin [20]
scaling theory for rotational relaxation that has been succesdgfutwing line shape for the CQline shape, both at 4.3 and 15
in Q-branch studies, and adds a two-parameter adjustmgm, although Cousin derived the empirical parameters for this
for duration-of-collision effects that follows the approach oline shape using 4.3m spectra. Consequently, GENLN2 over-
Birnbaum [26], [27]. He was able to accurately model bothstimates the effect of line-mixing at 18n, since itusesa—X
room and low-temperature GGspectra in the R-branch bandparameterization to model thieé— X band line wings at 1am.
head with only three adjustable parameters, two parameterizingrig. 5 shows our observed minus computed absorption coef-
duration-of-collision effects, and one that scales the rotatiorfilients for a laboratory spectrum of G@n the 15xm region.
relaxation that determines line-mixing. The theory summarized above is labeled Q-, P/R-Mixing in this
P/R-branch line-mixing and duration-of-collision effectdigure, which also shows results for the Cousin line shape, the
should also affect CQ line shapes in the strong 1&n Standard Lorentz line shape, and aline shape that uses Q-branch
bands that are used for atmospheric temperature soundifgxing with Lorentz for the P/R-branch lines of the strong
Duration-of-collision effects should be identical to what w&ands. The center of the strong Q-branch at 720 "cis not
observed in thes; band. However, at 15m these effects are well-modeled in any of these cases because the transmittance
harder to observe because the various ®@nds in this region spectrum used for this figure was saturated in that region. Our
are more spread apart than in the.d region. We expect line shape model calculation in this figuosed no adjustable
P/R-branch line-mixing to be approximately half as strong iparameters.The duration-of-collision parameters from the
the 15um bands than in the 4.8m bands. The 4.2m bands 4.3um band were used, along with a standard computation
are primarilyX — ¥ bands that only have even, or odd, rotaof line-mixing that used a single parameter derived from
tional levels present. The 15m bands of CQ@ are primarily Q-branch spectra that is constant for all bands with Q-branches.
11 — X type bands which hawal rotational levels present in the This result indicates that line-by-line codes using the Cousin
1T states. The end result is that half of the rotationally inelasti©@e shape at 1m will overestimate line-mixing (computed
molecular collisions transfer the molecule to rotational statégightness temperatures will be too large in a region with a
that are not connected to a radiative transition, and thus th@gsitive lapse rate).
collisions do not contribute to line mixing. This is in contrast o - ]
to the situation it — ¥ bands where all rotational states aré" Validation With Aircraft Observations
connected to a radiative transition, so all rotationally inelastic Figs. 6 and 7 show comparisons between computed and ob-
collisions can lead to line mixing. served brightness temperature spectra in thermhSegion for
Our 151:m CG, line shape uses the duration-of-collision pathe WINTEX (Winter EXperiment) and the CLAMS (Chesa-
rameters derived from COspectra at 4.3:m, but computes peake Lighthouse and Aircraft Measurements for Satellites) air-
line-mixing appropriate fofl — ¥ andll — A bands. We use an craft campaigns. The WINTEX observations were made with
energy-gap scaling law for the rotational relaxation that is ptie NPOESS/NASA-Langley NAST-I interferometer flying on
rameterized by ensuring that the scaling law reproduces the iASA's ER-2 during March 1999. Atmospheric conditions in
served linewidths as a function gf the rotational state quantumthe vicinity of a colocated radiosonde launch during this flight

720 725 730 735 740 745
Wavenumber (cm_1)
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Fig. 6. Observed minus computed spectrum in the longwave Bands. Fig. 7. Observed minus computed spectra (mean errors shown). Observed

Observed spectrum taken by NAST- on NASA's ER-2 during the WINTE pectra recorded by the Scanning-HIS spectrometer on the ER-2 during the
field campaign. The computed spectrum used the profile from a colocat !‘AMS campaign. The computed spectra used ECMWF forecast/analysis

radiosonde. Thex markers in the top panel denote channels in between specff&{dS for the profiles. Thex markers in the top panel denote channels in
lines, and the same channels are denoted with circles in the bottom panel between spelctral lines, and the same channels are denoted with circles in the
’ " bottom panel.

were very uniform and largely clear. The computed spectra usexpect higher errors at line centers where much of the atmo-
the radiosonde (CLASS sonde) profile and line-by-line calculapheric emission originates high in the atmosphere near the air-
tions of the radiance, one using our P/R-Mixing algorithm anttaft. The radiosonde errors may be larger at these high alti-
the other using the Cousin parameterization for the, G tudes 50 hPa), contributing some of the observed differences
shape. in the WINTEX case. In addition, neither the radiosonde nor

The CLAMS measurements were made with the Universithe ECMWF profiles are appropriate for the temperature pro-
of Wisconsin’s Scanning-HIS interferometer, aboard the ERfife very close to the aircraft where the air path temperature is
on July 17, 2001 off the coast of Wallops Island, VA, undgprobably modified by the local aircraft environment. The good
nominally clear conditions. The CLAMS calculations usedgreement between observed and computed brightness temper-
the ECMWF (European Centre for Medium-Range Weathatures near 720 cni in the CLAMS case is surprising, and pos-
Forecasts) forecast/analysis model fields for the profilsibly fortuitous, since this emission also originates close to the
The Scanning-HIS flew a regular flight pattern that coveregglane.

11 ECMWF 0.8 grid cells. The calculations shown in the Fig. 8 isthe WINTEX spectrum shown earlier, but now in the
bottom of Fig. 7 are the biases for approximately 3500 ind#.3-um temperature sounding region where line-mixing is very
vidual fields of view covering the 11 ECMWF grid cells. Thesestrong. Again, the calculations were done for both the Cousin
3500 points represent 77% of the Scanning-HIS observatiofise shape and our P/R-branch line shape. The better agreement
The remaining 23% of the observations were discarded Wer our P/R-branch calculation is attributed to better laboratory
cause of cloud/land contamination. In addition, the computeidta that was used to compute the three adjustable parameters
sea-surface temperature was adjusted by approximatety QiBvo for duration-of-collision and one for line-mixing) and to

to obtain agreement between observed and computed meanmore physically based treatment of line-mixing and dura-
sea-surface temperature (window channels). This adjustm#anh-of-collision effects inside the band. Similar differences be-
ensures that the observed minus computed plot emphasizesen these two line shapes have been seen in other aircraft
errors in the atmospheric transmittances. spectra.

Both Figs. 6 and 7 exhibit the same general error in the CousinFinally, we show observed minus computed spectra in the
line shape in the 710-740-cth region. Although these dif- water vapor region, Fig. 9. The bottom panel in this plot shows
ferences are relatively small, they are 5-10 times greater thayserved minus computed spectra for the WINTEX spectrum
the AIRS accuracy requirements. It is also encouraging thdiscussed earlier, and for a clear-sky spectrum taken by the
we see the same improvements in the observed minus cditS interferometer on the ER-2 during the CAMEX-1 (Con-
puted radiances using different instruments (NAST-I, S-HISection and Moisture EXperiment) in 1993. Both spectra were
and different sources for the atmospheric profile (radiosondesmputed using a colocated radiosonde profile. The key fea-
ECMWF model data). The more irregular structures in theseare of these calculations is the relatively good agreement in-be-
observed minus computed spectra are either due to an inasleen spectral lines (lower altitude water) and the poor, and vari-
quate temperature profile at higher altitudes, or due to watgle, agreement on top of spectral lines (high-altitude water).
vapor lines that are in error either due to the spectroscopy,Erors in-between lines of2 K near 1600 cm! are a con-
more likely, due to uncertainties in the water vapor profile. Weequence of changes to CKD 2.4, the water vapor continuum,



STROWet al: AIRS RADIATIVE TRANSFER MODEL 311

T T T T T T T T T T T T T T
270F .
260[
X
£
£ 250
m
240 ; «
: £
; i ; i ; ; ; ; ©
©
O
8 — Cousin A
« af - - PR-Mixing o)
£ :
o 2
S
! 0 vz
é ol iV \'l )
_4__.I ..I.. ...I. I... ..I.. I.... I... I_ : : ' l
2386 2388 2390 2392 2394 2396 2398 2400 220 230 210 550 260 570

Wavenumber (cm'1) B(T) inK

Fig. 8. Observed minus computed spectrum around the shortwayeFEO Fig 10. Observed minus computed brightness temperatures shown in Fig. 9,
sounding channels. Observed spectrum taken by NAST-I on NASA's ERpét piotted against the computed water vapor brightness temperature. This plot
during the WINTEX field campaign. The computed spectrum used the profi\ows that the obs-calc errors are smaller for the higher temperature (lower
from a colocated radiosonde. altitude) channels where the radiosonde profile is expected to be more accurate.

280 T T ' T T relative to the water vapor line strengths and widths. We there-

lith b & G _ : fore attribute the poor agreement on top of lines to uncertainties

R 1| (R /R SRR Sl 1 inthe sonde water vapor profiles at high altitudes, which are
i, ' I commonly acknowledged to contain high errors.

Fig. 10 is a scatter plot of the observed minus computed
brightness temperatures versus the computed brightness tem-
perature for the WINTEX case. This plot emphasizes that most
of the differences between observed and computed spectra
are at the lower temperatures, although there are significant
differences at the band center near 1600 &rthat are several
Kelvin, which as stated above are significantly reduced using
CKD 2.3 instead of CKD 2.4.

260

B(T) inK

240

Obs — Calcin K

B. kCARTA and UMBC-LBL

I

1450 1500

w o The monochromatic atmospheric transmittances that form
avenumber (om 7y the core of the AIRS-RTA are computed using the kCARTA
! : ) _line-by-line algorithm [12], [13]. KCARTA computes trans-
Fig. 9. Observed minus computed spectrum in wavenumber regions. .
dominated by water vapor. (Top) Observed spectrum taken by NAST-I éHittances and/or radiances from compressed lookup tables of
NASA's ER-2 during the WINTEX field campaign. (Bottom) Observed minusttmospheric transmittances, resulting in very fast computation
computed spectra for the WINTEX spectrum shown above (blue) and forti:mes kCARTA is an extensively documented [13] FORTRAN
spectrum taken during the CAMEX-1 campaign (red). ) . .
77 program that is available from the authors. The compressed
lookup tables that accompany KCARTA requixé&00 MB of
from earlier versions. If CKD 2.3 is used instead, the errosdorage space.
near 1600 cm! are reduced by more than 1 K. Comparisons The kCARTA lookup table transmittances were computed
between the CAMEX-1 spectrum and a water vapor continuwwith a custom line-by-line (LBL) algorithm developed by the
developed by Strovet al. [28] show even better agreement irauthors, which we call UMBC-LBL. The only real requirement
this spectral region. The AIRS-RTA discussed here uses CKin the UMBC-LBL is to compute KCARTA's static lookup ta-
2.4, but later versions will use a new continuum based on CKiides of compressed transmittances. These tables only change
2.4, combined with the results of [28] and the analysis of AIR@hen improvements are made to the molecular line parameters
validation data. or gas cross-sections, an infrequent occurrence. Since speed is
We expect the radiative transfer calculations on top of lines tmt an important issue for UMBC-LBL we can accurately model
be more accurate than calculations between lines, since the bakh Q-, and P/R-branch mixing in UMBC-LBL, and not rely
culations between lines are dominated by the water vapor cam perturbation solutions. At present UMBC-LBL includes£O
tinuum, which is always difficult to measure in the laboratoriine-mixing for 12 Q-branch and 12 P/R-branch bands. The P/R-
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branch bands also include a duration-of-collision term discussed7] L. M. McMillin, L. J. Crone, M. D. Goldberg, and T. J. Kleespies, “At-
earlier. A detailed description of UMBC-LBL is available [29].

IV. SUMMARY
[8]

This paper provides an overview of the AIRS radiative

transfer algorithm, covering both the spectroscopy and the fas

parameterization of the radiative transfer used in the retrieval
of atmospheric profiles from AIRS observed radiances. In

addition, we have presented summaries of the results (ﬁo
field experiments using aircraft observations of high-spectra

resolution radiances that validate the spectroscopy used in
the AIRS-RTA. These results suggest that the AIRS-RTA has[;ll
accuracies approaching the 0.2 K level for channels dominated
by CO,. Accuracies of the AIRS-RTA for water vapor channels
are more difficult to ascertain, although in-between spectral
lines field measurements suggest errors on the order of 1 K ¢12]
better in most spectral regions. RTA accuracies for higher alti-
tude water channels (line centers) are difficult to validate with
aircraft measurements. However, the spectroscopy relevant [s]
radiative transfer at the centers of water lines should be quite

accurate, since these parameters are relatively easy to measure
in the laboratory, and have been studied extensively in the last
several years. [

The results of the work presented here are available from
the authors in the form of two packages: 1) a version of the
AIRS-RTA (fast model) [10] that can operate outside of the
AIRS retrieval system; and 2) the KCARTA pseudo line-by-line

radiative transfer algorithm [13].

[15]

The AIRS validation effort [30] will provide a number of op-
portunities for validation of the AIRS-RTA, although reaching

the 0.2K level of accuracy will always be challenging.

[16]
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